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VALIDATION OF MULTIATTRIBUTE UTILITY PROCEDURES

Introduction

The experiments of this period were concerned with validation of

decision analytic tools in both a real-world and a laboratory setting.

Our previous work has suggested that in many instances decision

analytic procedures can improve human performance, and that

simplification of the technology will extend its potential uses. Thus

a major thrust in past research has been on simplification with

concomitant validation of the simplified tools. The work of this

contract period has expressly tested the limits of our previous work

and suggests areas where more validation and/or exploration is needed

and potential situations where simplification should be approached

rather more cautiously than was previously thought.

Two studies were performed. The first consisted of two

laboratory experiments, which used an extension of the Multiple Cue

Learning Paradigm (MCPL) developed in this laboratory to pit several

different decision analytic techniques against each other across

conditions with different underlying "true" structural models. The

other study applied Edwards's Simple MultiAttribute Rating Technique

(SMART) (Edwards, 1977; Edwards and Newman, 1982) ), to a complex real

world evaluation problem. This report will summarize the findings and

lessons of the work. For more detailed descriptions see Griffin and

idwards (1982) and John and von Winterfeldt (1982).

Teaching and Recovering Additive and Multiplicative Value Functions

As a technology matures one expects the precision of its

application to be refined, subtleties to be explored, and in general,
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the implications of theory and the practicalities of application to be

more fully integrated. In Multiattribute Utility measurement (4AUM)

such refinements include an exploration of the measurement theoretic

bases of the model (e.g. risky vs. riskless models or, "utility" vs.

"value"); the structural form of the multiattribute model (e.g.

additive vs. multiplicative); and the functional forms of the single-

attribute value or utility functions (e.g. linear vs. non-linear).

The two experiments of the laboratory study (re rted by John

and von Winterfeldt, 1982) compared several assessment techniques,

which varied on the above dimensions across a range of "true" riskless

multiattribute structures. We were primarily interested in the

validity with which simple methods and models could recover complex

"true" value structures. The unexpected results of these experiments

answer questions about the validity of structures that had previously

not been addressed.

Three different assessment techniques were used in this study.

Two of them arise out of formal measurement-theoretic models for

quantifying preference. One of the methods is formally appropriate

for eliciting value functions and structures; that is, models of

preference modeled without risk. The other, a utility method, is

formally appropriate for modeling risky choice. Our final assessment

technique is of the kind proposed by Edwards (1977) and others, which

is not based upon strict measurement theory, but upon the psychology

of numerical estimates of subjective quantities: magnitude scaling.

This technique follows the logic of value or utility theory but

includes judgments that have no strict measurement theoretic

justification, and uses additive models without formal independence

2



Final Report

checks.

Edwards and his colleagues (see Edwards, 1977; Edwards and

Newman, 1982) have argued that:

1. Additive aggregation rules are good approximations to nonadditive

(e.g., multiplicative) rules;

2. Linear single-attribute value functions are good approximations to

non-linear (e.g., exponential) forms;

3. Questions about strengths of preference and/or gambles are

difficult for respondents to understand; whereas r-'tings on

attributes (location measures) and judgments of relative

importance (weights) are more intuitive;

4. The lack of an error theory in both value and uitility rement

raises the possibility that more complex models of preference are

more susceptible to "random" errors that could lead to greater

overall error than' found with (structurally incorrect)

atheoretical rating scale models.

Previous work (both theoretical and empirical) in this research

program has demonstrated that these assertions are often valid.

The unique feature of this study was to compare these three

techniques across a variety of additive and nonadditive models. To do

this subjects were "taught" value models through outcome feedback.

Across conditions the number of attributes was varied as was the

structural form of the model (i.e. additive vs. multiplicative), and

the "strength" (in the multiplicative conditions) of the interaction

term.

3



Final Report

Experiment I

Twenty undergraduates were taught one of five different two-

attribute models of diamond worth. Each subject saw 100 "diamond

profiles" on a video display, estimated the value of each diamond, and

received outcome feedback about the "actual" value of the diamond.

Models taught varied the trade-off between "quality" and "size."

Trade-offs were either additive or multiplicative, and multiplicative

models were either complementing or substituting. For the additive

models the weight ratios (trade-offs) were either 4:1 or 1:1.

Complementing models used either 2:1 or 1:1 weights and the

substituting models used 1:1 weights. All five models used single-

attribute value functions linear in "quality" and "size," the two

variables comprising each diamond profile.

Following training, each subject met with one of two analysts

who knew nothing about what model the subject had been taught.

Analysts guided subjects through a series of questions about critical

value-differences, direct subjective estimates cf "importance weight"

ratios, and gamble indifferences of two kinds, basic reference lottery

tickets (BRLTS) and certainty equivalents.

Models of each subject's judgments were constructed based on the

analyst's session and the last 50 estimates the subjects gave during

the computer session. Four multiattribute models were constructed

from the analyst-session judgments. A multiplicative value model

assuming linear single-attribute value functions was constructed from

value difference judgments. Two "importance weight" models (one

additive and one multiplicative) were constructed from the importance

weight judgment and (in the multiplicative case) one value judgment.

4
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And finally, a utility model, assuming linear single-attribute utility

functions, was constructed from lottery judgments. The bootstravved

models based on the last SO trials of the computer session included

both an additive and multiplicative functional form model.

This experiment demonstrated that subjects could learn both

additive and nonadditive trade-off relations, and that these newly

acquired value structures could be successfully discovered via

standard multiattribute value and utility assessment procedures.

However, these general positive findings on the validity of the

paradigm and the assessment techniques have to be tempered with

specifics. For instance, we found the value and utility models to be

an improvement over the additive importance-weight models when the

taught model was multiplicative. In contrast, when the model taught

was additive the elicited value and utility models did not tend to

capture that additivity (i.e. the interaction term was non-zero).

Teaching unequal weights models decreased the performance of the

elicited models, particularly so for the utility models.

All of these findings apply to the somewhat restricted two-

attribute case. The second experiment attempted to replicate our

findings using four attributes.

Experiment II

Ten undergraduates were taught one of five different four-

attribute models of diamond worth. The training procedure was similar

to that in Experiment I, except that diamonds were described in terms

of the four Cs; cut, color, clarity, and carast. Just as in

Experiment 1, true models were either additive, complementing, or

substituting. Weights for additive and complementing models were

5
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either all equal, or in the ratio 4:3:2:1. Only 3fl equal weights

substituting model was used. Following computer training sessions

subjects went through an analyst session where the same types of

judgments as in Experiment I were elicited.

The results of the computer sessions replicated the finding of

Experiment I that subjects could learn both additive and non-additive

trade-off relations in the more general four-attribute case. From the

elicitation sessions we found that complementing and substituting

models were recoverable (that is the elicited interaction term was

non-zero and appropriately signed). However, utility-based models

showed a miarked shift towards substitution, for which one

interpretation is risk aversion.

Weights were not well recovered by any of the techniques. In

general, though, value models produced the steepest weights and

utility procedures produced the flattest weights. As in the two

attribute experiment, non-linear single attribute functions were not

recovered.

Summary and conclusions

The most important and clearest findings of the study were that

multiplicative (as well as additive) trade-off structures can be

learned through outcome feedback and reliably recovered using standard

value and utility assessment techniques. We found this in both the

two- and four-attribute experiments. The multiplicative models were

typically "better" than the additive importance-weight models when a

multiplicative model was taught.

From the experiments we conclude that:

1) Subjects can learn additive and multiplicative value models via
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outcome feedback and that functional form of the taught model is

recoverable through standard value and utility assessment

techniques;

2) Distinctions among value, utility, and importance weight

elicitation techniques are behaviorally observable.

Two explanations of the consistent differences between the value

and utility model compete. Such differences can be primarily

consequences of a consistent response mode bias, or of a

psychologically valid distinction between the two techniques. We

believe that response mode bias causes the steepened weights. But we

do not know why utility models produce more substituting (or risk

averse) models. More research, perhaps with taught utility models, is

indicated.

Although subjects were clearly able to learn and reproduce

multiplicative models using the standard assessment procedures, the

practical implications of this finding are not clear. An assessed

multiplicative model will perform better than an additive one when the

true model is multiplicative, but how much better is equivocal.

"Better" can be defined by several different measures of agreement.

More important, the significance of the improvement is highly

dependent upon the decision problem at hand.

The three primary variables controlling model agreement that may

vary from one problem context to another are:

1. The multivariate distribution of alternatives along attributes;

2. The choice problem, e.g., choose the one best alternative, choose

the best X%, rank order all, etc., and

3. The standard against which differences in actual obtained value
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(utility) is to be compared.

Furthermore, different measures of agreement make different

implicit assumptions about these variables. And again, an increment

in model agreement (as measured by a correlation coefficient) is still

dependent upon the context. A .04 increment may translate into

pennies or thousands of dollars depending on the particular context.

"SMART"-Models

Our second study attempted to replicate and extend the findings

of Stillwell's (1980) work with bank loan officers and MAIM methods.

Stillwell used credit card applications as Stimuli. Outcome

information was available; a large-scale empirically based

discriminant analysis model classified the applications as either

"good" or "bad." Stillwell's study compared several different MAUM

elicitation techniques and one holistically based decomposition

technique. He concluded that all of the decomposed techniques worked

very well except for the holistic one. He concluded that ease of

application should be a major determinant of the selection among

decomposition techniques.

A criticism of the study was that all of the subjects were

familipr with the empirical discriminant model before the experiment.

Therefore, the officers might have simply been reproducing the

parameters of a model they already knew.

A better real-world study would incorporate outcome information

with substantive expertise that did not include specific knowledge

about a decomposed model. The current study attempted to do this.

8
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Subjects and Task

Subjects in the experiment were 20 Loan Examiners working for a

major California bank in its Credit Review Department. Credit review

functions to evaluate the quality of credit that the bank has already

granted. It is independent of the sales department and is

organizationally a part of the office of the controller of the bank.

The task was to construct SM~ART models of a loan examination.

In the course of their jobs, loan examiners evaluate already-granted

credit and rate it based on a large amount of information about such

things as financial statements, quality of management, type of

industry, economic conditions, etc. The loans are either "criticized"

or "passed." Criticized loans are considered to be serious financial

exposures for the bank, and the bank's cash reserves in part depend

upon these judgments. We had access to a data bank that contained

pass/criticize outcome information based on the entire set of data

typically used for the judgments, and end-of-year financial statements

for about 100 firms. The firms were all mid-sized wholesalers,

retailers, or manufacturers. The data base was about evenly split

between passed and criticized loans, although in the population

criticized loans for firms of this size are fairly rare.

Subjects were run individually by experimenters who had

decision-analytic training. Subjects were given the population domain

of their judgments. All of the subjects' judgments were based only

upon the end-of-year financial statements. Subjects provided 20

holistic evaluations of ten passed and criticized loans randomly

selected from the data base. Subjects judged whether they thought the

firm should be criticized or passed and gave an anchored numerical
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judgment (with 0 representing certain criticism, S00 complete

uncertainty, and 1000 certain pass .)

Next the subjects completed two SMART value models which also

used only financial statement variables. In one of the models the

attributes were preselected using statistical techniques. In the

other, subjects selected financial variables for the models. Order of

the SMART models was counterbalanced.

Time constraints did not allow for the elicitation of single

dimension value functions. As a proxy, we used z-score

transformations to give all attributes the same mean and standard

deviation.

Results

The basic design of the experiment was a simple three-condition

within-subjects design. The primary dependent variable was the

percentage of correct classification. For the SMART models, we

individually applied each model to the bank's database. The holistic

judgments were made on cases taken from the database.

Results indicated that all models correctly classified

approximately the same number of correct cases (around 70%). This is

fairly comparable to the rate of classification that is produced by a

least-square discriminant model. A maximum likelihood logistic

discriminant model, however, produces somewhat better estimates (about

75% correct classification).

The accuracy of the SMART models did not appear to be dependent

upon the number of attributes subjects selected for their models. The

number of attributes in the self selected models ranged from three to

nine, with a mean of about six. The SMART models with pre-selected

10
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attributes had five attributes.

Some background information was collected on each of the

subjects. This data indicated a marginal tendency for experience and

age to produce both holistic and SMART judgments that were less

accurate. (Experience was measured with two (related) variables:

number of years working at the particular bank; and number of Years

working for any financial institution.)

Conclusions.

The ad hoc nature of the SMART modeling should serve to qualify

the results. Essentially, the SMART models had everything going

against them, and yet performed at the same level as the holistic and

close to the level of the more elaborate statistical models. Making

holistic judgments based on financial statements is a task that all of

the loan examiners have substantial expertise in. No subjects, so far

as we were able to tell, had any experience with MAUM.

Furthermore the time constraints prevented elaborate

structuring, or the elicitation of more precise single dimension value

functions. Had we structured more fully, taking into account, for

instance, the specific nature of the businesses, we almost certainly

would have increased the accuracy of classification. From an

application perspective, this has a possible application. Since these

very simple decomposed judgment based models did just about as well as

the statistical models based on the large data-base, such models might

be useful as a "red flag" system in other situations where a data base

is not readily available. (The current bank data-base required

searching seven years of records.)

For validation purposes the results are encouraging but not
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conclusive. Taken with the results of Stillwell's study they point to

further work. In Stillwell's study the structure and selection of

attributes was predetermined. The bank spent both large amounts of

time and money determining the attributes, in addition to the

computational work involved in the discriminant analysis. The current

study had to rely on fairly "quick and dirty" structuring. SMART

provided a high level of accuracy in Stillwell's study, and a moderate

level in the current one. Since a least-squares discriminant model

also provides a lower level of accuracy, it is probably the case that

the structuring is at fault. Further work on structuring is needed

for this particular type of application. Further work is needed in

general on structuring for scientific purposes.

We feel the finding that experience and age tended to marginally

produce less accuracy in the holistic and decomposed judgments to be

more a function of recalcitrance on the part of the ol~der subjects

rather than a true cognitive deficit in the ability to implement MAUM

or make the holistic judgments. Older subjects tended to express

reluctance in making any of the judgments based simply on the one year

of financial statements.

IV. Conclusions

Our studies on validating multiattribute utility techniques have

taken a two-pronged approach: real world validation in settings that

have an outcome criterion, and laboratory validation with teaching and

recovering value functions using standard MAUM assessment techniques.

The two experiments reported in this final report reflected this

validation strategy, and their results fit into an emerging story of

the validity of MAUM.

12
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The first part of the story is about simplicity. Our results

indicate that simple approximate models and assessment techniques do

as well or better than complex ones if, in fact, the "true" model is

simple. This was a result of Stillwell (1981) as well as of John et

al. (1982) and it is replicated in the present MCPL experiment. if

the true models become more complex, the more complicated elicitation

techniques show some improvement over the simple approximation

techniques. This result was especially obvious in analyzing taught

multiplicative value functions in the MCPL study. Surprisingly,

however, if the true model is very complex, simple assessment

techniques appear to do relatively well again.

The second part of the emerging validation story is about error.

No multiattribute utility model or technique is perfect. In the MCPL

studies, we were struck by the lack of ability 6f the MAU techniques

to recover the weights in complex four-attribute value functions.

Furthermore, while the model form could usually be identified, the

elicited interaction parameters were frequently quite far off the true

ones. Finally, in the bank study, the SMART model did not show

exceptional performance in classifying criticisms of bank loans

correctly. The fault in both studies may not lie so much with the

models as with the complexity of the underlying structures. In the

MCPL study accuracy degraded with the complexity of the mode]

structure (multiplicative, unequal weights); in the bank study the

complexity was introduced by the real world problem itself - - the

structure imposed was probably much too simple to capture that

complexity. Complexities in real world structures and in the models

applied to them seem to harm MAUM techniques.

13
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The lessons of our validation studies suggest two strategies for

coping with complex structures and models. The first would attempt to

reduce the complexity in the problem structures, essentially by a

continued search for simple and independent sets of attributes that

lend themselves to more additive modeling. The second strategy is to

increase model complexity -- up to a point. If there are reasons to

believe that the underlying preferences are non-additive, and if the

deviations from additivity are not gross or extreme, and if

restructuring does not help, then one should probably attempt somewhat

more complex models and assessment techniques. But our results

suggest reversion to simple approximations if the structures of

underlying preference forms become overly complex. In those cases the

more complex elicitation forms are unlikely to detect correctly the

subtleties of the complex realities, and, worst yet, may lead the

analysis further astray.

14



Final Report

References

Edwards, W. Research on the technology of inference and decision

(Tech. Rep. 011313-F). Ann Arbor, Mich.: H1niversity of

Michigan, Engineering Psychology Laboratory, November, 1973.

Edwards, W., Research on the technology of inference and decision

(SSRI Tech. Rep. 75-10). Los Angeles: University of Southern

California, Social Science Research Institute, August 1975.

Edwards, W. "How to use multiattribute utility measurement for social

decision making." IEEE Transactions on Systems, Man and

Cybernetics, 1977, 7, 326-340.

Edwards, W., John, R.S. & Stillwell, W., Research on the technology of

inference and decision (SSRI Tech. Rep. 77-6). Los Angeles:

University of Southern California, Social Science Research

Institute, November, 1977.

Edwards, W., John, R.S., & Stillwell, W. Research on the technoloev

of inference and decision (SSRI Tech. Rep. 79-1). Los Angeles:

University of Southern California, Social Science Research

Institute, January, 1979.

Edwards, W., John, R.S., & von Winterfeldt, D. Structuring and

judgment in decision technology. Los Angeles: University of

Southern California, SSRI Final Report, 81-4.

Edwards, W. & Newman, J.R. Multiattribute Evaluation. Beverly Hills:

Sage Publications, Inc., 1982.

Edwards, W. & Seaver, D.A., Research on the technology of inference

and decision (SSRI Tech. Rep. 76-7). Los Angeles: University of

Southern California, Social Science Research Institute, October,

1976.

15



Final Report

Edwards, W. & Stillwell, W., Validation, error, and simplification of

decision technology (SSRI Tech. Rep. 80-5). Los Angeles:

University of Southern California, Social Science Research

Institute, June, 1980.

Griffin, G. & Edwards, W. SMART Models of Commercial Loan

Classification. Los Angeles: University of Southern California,

SSRI Technical Report 82-3, 1982.

John, R. v von Winterfeldt, D. Learning and Recovering Additive and

Multiplicative Value Functions: A Criterion Validation of

Multiattribute Utility Techniques. Los Angeles: University of

Southern California, SSRI Technical Report 82-2, 1982.

Stillwell, W. Evaluating credit applications: A validation of

multiattribute utility weight elicitation techniques and the

additive model against a real world criterion. Organizational

Behavior and Human Performance, 1980, in press.

16



CONTRACT DISTRIBUTICN LIST
(Unclassified Technical Reports)

Director 2 copies
Advanced Research Projects Agency
Attention: Program Management Office
1400 Wilson Boulevard
Arlington, Virginia 22209

Office of Naval Research 3 cories
Attention : Code 455
800 North Quincy Street
Arlington, Virginia 22217

Defense Technical Information Center 12 copies
Attention: DDC-TC
Cameron Station
Alexandria, Virgina 22314

DCAS-A Baltimore Office 1 copy
Attention: Mrs. Betty L. Driskill
300 East Joppa Road
Towson, Maryland 21204

Director 6 copies
Naval Research Laboratory
Attention: Code 2627
Washington, D.C. 20375



Commander, Rome Air Development Center Decision Research
Attention: Mr. John Atkinson 1201 Oak Street
Griffins AFB Eugene, OR 97401
Rome, NW 13440

Department of Psychology
University of Washington

Other Goverment Agencies Attention: Dr. Lee Roy Beach
Seattle, IVA 98195

Chief, Strategic Evaluation Center
Central Intelligence Agency Department of Electrical and Computer
Headouarters, Room 2G24 Engineering
Washington, D.C. 20505 University of Michigan

Attention: Professor Kan Chen
Director, Center for the Study of Ann Arbor, MI 94135

Intelligence
Central Intelligence Agency Dr. Amos Tversky
Attention: .Mr. Dean Moor Department of Psychology
Washington, D.C. 20505 Stanford University

Office of Life Sciences Stanford, California 94305

Headquarters, National Aeronautics and Dr. Andrew P. Sage
Space Administration School of Engineering and Applied

Attention: Dr. Stanley Deutsch Science
600 Independence Avenue University of Virginia
Washington, D.C. 20546 Charlottesville, VA 22903

Professor Howard Raiffa
Other Institutions Morgan 302

Harvard Business School
Institute for Defense Analyses Harvard University
Attention: Dr. Jesse Orlansky Cambridge, MA 02163
400 Army Navy Drive
Arlington, VA 22202 Department of Psychology

University of Oklahoma
Perceptronic-s, Incorporated Attention: Dr. Charles Gettys
Attention: Dr. Amos Freedy 455 West Lindsey
6271 Variel Avenue Dale Hall Tower
Woodland Hills, CA 91364 Norman, OK 73069

Stanford University Institute of Behavioral Science #3
Attention: Dr. R. A. Howard University of Colorado
Stanford, CA 94305 Attention: Dr. Kenneth Hammond

Room 201
Department of Psychology Boulder, Colorado 80309
Brunel University
Attention: Dr. Lawrence D. Phillips Decisions and Designs, Incorporated
Uxbridge, Middlesex UB8 3PH Suite 600, 8400 Westpark Drive
England P.O. Box 907

McLean, VA 22101
Decision Analysis Group
Stanford Research Institute Decision Science Consortiu, Inc.
Attention: Dr. Miley W. Merkhofer Suite 421
Menlo Park, CA 94025 7700 Leesburg PikeFalls Church, VA 22043



Dean of Research Administration Technical Director, U.S. Army Concepts
Naval Postgraduate School Analysis Agency
Attention: Patrick C. Parker 8120 Woodmont Avenue
Monterey, CA 939,0 Bethesda, MD 200l

Naval Personnel Research and Development Director, Strategic Studies Institute
Center (Code 305) U.S. Army Combat Developments Command

Attention: LCDR O'Bar Carlisle Barracks, PA 17013
San Diego, CA 9.15"

Department of Engineering
Navy Personnel Research and Develovment United States Military Academy

Center Attention: COL A. F. Grum
Manned Systems Design (Code 311) West Point, N'Y 10996
Attention: Dr. Fred Muckler
San Diego, CA 92152 Chief, Studies and Analysis Office

Headquarters, Army Training and
Director, Center for Advanced Research Doctrine Comnand
Naval War College Ft. Monroe, VA 23351
Attention: Professor C. Lewis
Newport, RI 02840

Department of the Air Force
Naval Research Laboratory
Communications Sciences Division (Code 5.) Assistant for Reauirements Develornent
Attention: Dr. John Shore and Acquistion Programs
Washington, D.C. 20375 Office of the Deputy Chief of Staff

for Research and Development
Dean of the Academic Departnents The Pentagon, Room 4C331
U.S. Naval Academy Washington, D.C. 20330
.Annapolis, 0 21402

Air Force Office of Scientific

Chief, Intelligence Division Research
Marine Corps Development Center Life Sciences Directorate
Quantico, VA 22134 Building 410, Bolling AFB

Washington, D.C. 20332

Departent of the Army Commandant, Air University
,Maxwell AFB, AL 36112

Deputy Under Secretary of the AraB
(Operations Research) Chief, Systems Effectiveness Branch

The Pentagon, Roam 2E621 Hunan Engineering Division
Washington, D.C. 20310 Attention: Dr. Donald A. Tormiller

Wright-Patterson AFB, OH 45433
Director, Army Library
Army Studies (ASDIRS) Deputy Chief of Staff, Plans, and
The Pentagon, Roan 1A534 Operations
Washington, D.C. 20310 Directorate of Concepts (AR/XOCCC

Attention: Major R. Linhard
U.S. .Ary Research Institute The Pentagon, Roan 4D 1047
Organizations and Systems Research Laboratory Washington, D.C. 20330
Attention: Dr. Edgar M. Johnson
5001 Eisenhower Avenue
Alexandria, VA 22333



SUPPL E&TAL DISTRIBUTION LIST
(Unclassified Technical Reports)

Department of Defense Camand and Control Technical
Center

Director of Net Assessment Defense Cammunications Agency
Office of the Secretary of Defense Attention: Mr. John D. Hwang
Attention: MAJ Robert G. Gough, USAF Washington, D.C. 20301
The Pentagon, Room 3A930
ashington, D.C. "0301 DeDartment of the Navy

Assistant Director (Net Technical Assessment) Office of the Chief of Naval
Office of the Deputy Director of Defense Operations

Research and Engineering (Test and COP-951)
Evaluation) Washington, D.C. 20450

The Pentagon, Room 3CIZ5
Washington, D.C. 20301 Office of Naval Research

Assistant Chief for Technology
Director, Cybernetics Technology Division (Code: 200)
Defense Advanced Research Projects Agency 800 N. Quincy Street
1400 Wilson Boulevard Arlington, VA 2=17
Arlington, VA 22209

Office of Naval Research (Code -.

800 No. Quincy Street
Arlington, VA Z2217

Office of Naval Research
Naval Analysis Programs (Code 4-:
S00 No. Ouincy Street
Arlington, VA 2217

Office of Naval Research
Qairman, Departent of Curriculum Operations Research Programs (Code 41
Development 800 No. Quincy Street

National War College Arlington, VA Z2217
Ft. McNair, 4th and P Streets, SW
Washington, D.C. Z0319 Office of Naval Research

Information Systems Program (Code 43'
Defense Intelligence School 800 No. Quincy Street
Attention: Professor Douglas E. Himter Arlington, VA 2=l17
Washington, D.C. 20374

Dr. A. L. Slafkosky
Vice Director for Production Scientific Advisor
Managuent Office (Special Actions) Commandant of the Marine Corps
Defense Intelligence Agency (Code RD-1)
Roam 1ES863, The Pentagon Washington, D.C. 20380
Washington, D.C. 20301



SOCIAL SCIENCE RESEARCHI INSTITUTE
UNIVERSITY OF SOUTHERN CALIFORNIA

LOS ANGELES, CALIFORNIA 90089-1111
(213) 743-6955

INSTITUTlE GOALS:

The goals of the Social Science Research Institute are threefold:

o To provide an environment in which scientists may pursue their
own interests in sone blend of basic and methodological research
in the investigation of major social problems.

o To provide an environment in which graduate students may re-
ceive training in research theory, design and methodology
through active participation with senior researchers in ongoing
research projects.

o To disseminate information to relevant public and social
agencies in order to provide decision makers with the tools
and ideas necessary to the formulation of public social policy.

HISTORY:

The Social Science Research Institute, University of Southern California,
was established in 1972, with a staff of six. Its current staff of
researchers and support personnel numbers over 50. SSRI draws upon most
University academic Departments and Schools to make up its research
staff, e.g. Industrial and Systems Engineering, Medicine, Psychology,
Safety and Systems Management, and others. Senior researchers have
joint appointments and most actively combine research with teaching.

RESEARCH INTERESTS:

Each senior SSRI scientist is encouraged to pursue his or her own research
interests, subject to availability of funding. These interests are
diverse. Four major interests persist among groups of SSRI researchers:
crime control and criminal justice, use of administrative records for
demographic and other research purposes, exploitation of applications of
decision analysis to public decision making and program evaluation, and
evaluation of radiological procedures in medicine. But many SSRI projects
do not fall into these categories. Most projects combine the skills of
several scientists, often from different disciplines. As SSRI research

* personnel change, its interests will change also.


